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1. Introduction 

This Deliverable 3.e concludes the activities of Work-tŀŎƪŀƎŜ о άaƻŘǳƭŀǊ ŀƴŘ ǎŜƭŦ-
ƻǇǘƛƳƛȊƛƴƎ ǉǳŀƭƛǘȅ ŎƻƴǘǊƻƭέΦ Lƴ ǇŀǊǘƛŎǳƭŀǊ ƛǘ ŘŜǎŎǊƛōŜǎ ǘƘŜ ŀŎƘƛŜǾŜƳŜƴǘǎ ƻŦ ¢ŀǎƪ оΦо 
άDevelopment of a modular approach to extraction of characteristic features to be used for 
diagnosis and classificationέ.  

The objective of Task 3.3 is to complement the quality control stations developed in Task 
3.2 with appropriate algorithms , implemented in software packages, in order to realize 
adaptive and modular schemes for the diagnosis and classification of the defects of the parts 
and products being assembled. Task 3.2 has led to a series of prototype quality control 
stations which exhibit a certain degree of self-adaptivity; they are described in D3.2 and are: 

1. Drum geometry control station 

2. Vision inspection stations; 

3. Vibration control station 

4. Functional testing. 

This Deliverable D3.3 describes the algorithms and their software implementation for 
those stations. The GRACE project does not aim to develop new algorithms; it is rather 
oriented to apply state-of-art algorithms in an innovative way, making the diagnostic process 
dependant on the production scenario. In particular, characteristic feature extraction has 
been implemented in a modular fashion, so that certain features can be added to the 
analysis, depending on the nature of the problem being dealt with. Depending on the type of 
problem to be solved, the feature computation will therefore be variable and available from 
case to case and further algorithms can be added at any time, when necessary. The feature 
space dimension will then adapt accordingly. 

Being D3.3 a deliverable of Public nature, the description will not detail the actual 
implementation, which is considered confidential by the GRACE partnership, it will rather 
describe the overall concepts which have been implemented into the prototype quality 
ŎƻƴǘǊƻƭ ǎǘŀǘƛƻƴǎ ŀƴŘ ǘƘŀǘ ǿƛƭƭ ōŜ ŘŜƳƻƴǎǘǊŀǘŜŘ ƛƴ ǘƘŜ ƴŜȄǘ ²tр ά5ŜƳƻƴǎǘǊŀǘƛƻƴέ, which will 
be object of future reports. 

 

2. Drum geometry control station 

2.1. The station and its raw output data 

The objective of this control station is to measure the gap existing between the rotating 
drum and the front tub, in particular its seal, whose thickness profile along 360° depends 
both on the marriage process and on the geometry of the components being assembled 
(that is basically the front and rear tubs and the drum). The width of this gap is important 
because if it is too large cloths may be trapped between the rotating part and the tub, 
damaging the appliance and the cloths, while if it is too little the drum may touch the rubber 
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seal in the front tub, causing friction, noise, wear and an increase in energy consumption 
due to friction losses. 

The control station carries out the measurement through a vision system based on a 
conic mirror [1], to get a 360° view of the gap with a single acquisition. During the test, the 
drum is slowly rotated by the system and several images are acquired (e.g. 0.25 rounds per 
second and 8 images, one every 45°). The rotation allows for a measurement of the gap 
which may be influenced by possible misalignments in the axial position between the drum 
and the tub. For details about the system and its layout one may refer to Deliverable 3.2. 

In Figure 1 the images acquired by the system through the conic mirror are shown. The 
gap is the black region between the seal and the drum. The measurement is performed 
along the radial direction (dotted lines) for several positions (e.g. 100). Along each radial line 
the system needs to autonomously extract the borders of the gap and the drum from the 
image in order to compute the dimension of the drum and the gap in pixels. Then, knowing 
the thickness of the drum in millimeters, the width of gap is calculated by: 

Ὃὃὖ  
Ὃὃὖ

ὈὙὟὓ
 Ͻ ὈὙὟὓ  

The classification between good and faulty items is performed comparing the minimum 
and the maximum value of the gap measured along the radial lines with a minimum and a 
maximum threshold characteristic of each model of the item inspected: items with different 
dimension of the tub (50, 54, 58 or 64 Liters) have different widths of the gap. 

   
                 a) Good item                                  b) Faulty item                                   c) Faulty item 

Figure 1 Images acquired by the drum quality control station. 

2.2. Processing of information for extraction of characteristic features 

The raw image is binarized in order to easily extract the borders of the gap and the drum 
from the image. The proper binarization of the image is obtained through the following steps: 

1. Computing the optimal threshold value for the image by clustering gray levels [2] and 
applying the computed threshold to the image. 

2. Performing two consecutive grayscale morphological transformations (dilatation and 
erosion) in order to make the thresholding more robust. 

Drum Gap 

Seal 
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The result of the binarization of the image of Figure 2a is shown in Figure 2b; the image 
is ,then, unwrapped around its center and the borders of the drum and the gap are detected 
in several positions (Figure 2c). The pixels distances between the detected points are used to 
calculate the width of the gap in millimeters as described in section 2.1. 

  
                                   a) Raw image                                                   b) Processed image                                    

 
                                          c) Extraction of the borders of the drum and the gap 

Figure 2 Image processing for the extraction of gap measurements. 

2.3. Diagnostic algorithms 

After the calculation of the width of the gap for each radial line (e.g. 100 profiles) 
repeated for each image (e.g. 8 images acquired during the rotation of the drum), all the 
values obtained are compared with a minimum and a maximum threshold characteristic of 
the specific model of the item inspected. If the measured minimum value is lower than the 
minimum threshold or the measured maximum value is higher than the maximum threshold, 
it means that the item inspected has to be removed from the production line and eventually 
repaired. 
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In Figure 3 the final graphs containing the values measured by the drum geometry 
control station are presented (in gray sections the system is not able to measure the gap, 
because of the presence of part of the seal that mask the gap and impair vision). The first 
graph (Figure 3a) is relative to a good item and the measured values are included in the 
interval between 0.5 mm and 3 mm; the second graph (Figure 3b) is relative to a faulty item 
with a gap that is too much big. The station is able to provide also the information about the 
point (angular position) where the anomaly is detected. 

 
a) Values measured by the station on a good item 

 
b) Values measured by the station on a faulty item 

Figure 3 Image processing for the extraction of gap measurements. 

 

 

3.  Vision inspection stations  

In the Whirlpool assembly line three vision control stations are present, named WU, 
WMA and WMB. They are installed respectively after the washing unit assembly, after the 
washing machine assembly and after the functional test. As mentioned in the Deliverable 3.1 
and 3.2 each vision control station has a set of fixed cameras controlling the assembling of 
different washing machine components. Most of those components are assembled manually 
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by a human operator and, since the manual assembly usually introduces a big amount of 
errors, a vision station has been installed at the end of each manual assembly area in order 
to reduce non conformities.  

In this chapter all implemented algorithms are developed on a robotized vision system in 
order to demonstrate the validation of them in a prototype mode. The station is assembled 
ƛƴ ¦ƴƛǾtaΩǎ ƭŀōƻǊŀǘƻǊȅ ŀƴŘ ƛǘ ƛǎ ŀ ǇǊƻƻŦ ƻŦ ŎƻƴŎŜǇǘ ŘŜƳƻƴǎǘǊŀǘƻǊ ƻŦ ŀ v/A. Although the 
prototype is fully working, it has been agreed by all the partners that the robotized vision 
ǎǘŀǘƛƻƴ ǿƛƭƭ ƴƻǘ ōŜ ǘŜǎǘŜŘ ƛƴ ǘƘŜ bŀǇƭŜǎΩ ǇǊƻŘǳŎǘƛƻƴ ƭƛƴŜΦ ¢Ƙƛǎ ƛǎ ŘǳŜ ǘƻ ǘƘŜ ŘƛŦŦƛŎǳƭǘƛŜǎ ƻŦ 
assembling the frame and installing the robot along the line without stopping the production. 
However, some of the algorithms implemented in this prototype will be integrated in the 
vision control station with the Task 5.1. 

3.1. The station and its raw output data 

3.1.1. Vision Control Stations 

The inspection performed by the vision control stations is based on several machine 
vision algorithms, and a graphical user interface permits to simply configure them. Some 
sample images captured by the vision stations follow: 

 

   
Figure 1 ς WU images of components to be controlled 

 

   

 

  

Figure 2 ς WMB images of components to be controlled 
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Figure 3 ς WMA images of components to be controlled 

The final global result of the inspections performed by the vision control stations on the 
images captured is a Boolean value, good or not good. In the second case, the vision control 
station is able to provide information on which component has been not correctly 
assembled also. 

In the Grace project other information are extracted by the several inspections in order 
to exchange the information with the MAS. For some components is important only the 
presence result but in other cases is useful extract the measurements in pixel performed for 
the belt position (in the second image of Figure 1 related to the motor hub and in the third 
image of Figure 3 related to the pulley) or for the heater insertion (in the third image of 
Figure 1). 

3.1.2. Robotized vision 

The robotized vision quality control station has been designed to improve the flexibility 
of the fixed cameras vision quality control stations (WMA, WMB, WU) by displacing the 
camera in the most appropriate position to perform the inspection. 

The station, detailed in the Deliverable 3.2, has been developed as an improvement of a 
WU quality control station, and the same concepts and design have been used to simulate 
ōƻǘƘ ²a! ŀƴŘ ²a.Φ ¢ƘŜ ǎǘŀǘƛƻƴ ƛǎ ŀǎǎŜƳōƭŜǎ ƛƴ ¦ƴƛǾtaΩǎ ƭŀōƻǊŀǘƻǊȅ ŀƴŘ ƛǘ ƛǎ ŀ ǇǊƻƻŦ ƻŦ 
concept demonstrator of a QCA. Although the prototype is fully working, it has been agreed 
by all the partners that the robotized vision station will not be tested ƛƴ ǘƘŜ bŀǇƭŜǎΩ 
production line. This is due to the difficulties of assembling the frame and installing the 
robot along the line without stopping the production. However, part of it, namely the LED 
RGB controllable illuminator will be tested on-line in one ƻŦ ǘƘŜ bŀǇƭŜǎΩ Ǿƛǎƛƻƴ ǎǘŀǘƛƻƴǎΦ 
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Figure 4 shows the images acquired by the robotized vision system to perform the 
following quality control tests: 

¶ Figure 4 a) Position of the clamp and of the exhaust pipe. 

¶ Figure 4 b) Correct insertion and screwing of the heating element. 

¶ Figure 4 c) Belt presence and position on the pinion. 

¶ Figure 4 d) Check if grounding wire is inside the two clamps. 

 

 

 a) b) 

 

 c) d) 
Figure 4 Images acquired by the robot vision station performing a quality control test. 

Each image is acquired after performing a series of self-optimization strategies, which act 
in real time, and are implemented in the prototype: 

1. Optimization of the position of the camera in case the component to be inspected 
is hidden by another component (e.g. in Figure 4 d where the pulley spoke can 
randomly hide the grounding wire). 

2. Optimization of the colour of the light (e.g. the contrast of the belt and the 
grounding wire with respect to the background can be improved by changing the 
colour of the light. For the belt, blue light is used, while for the grounding wire 
red light is used. White light is used for all the other inspections). 
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3. Optimization of the camera exposure time to have a constant level of image 
brightness with varying light conditions (unwanted reflections or environment 
lightning can change the quantity of light captured by the camera). 

4. Optimization of the acquired image, i.e. if the scene is not recognized the camera 
is slightly moved and a new image is acquired in order to reach a higher score of 
the matching algorithm, thus a larger confidence level in the recognition of the 
part. 

5. Optimization of the matching algorithm in case of erroneous matching by using 
more than one template. 

These 5 self-optimization procedures have the purpose to increase the confidence level 
of the diagnosis, i.e. to reduce the probability of wrong diagnosis. The vision quality control 
is based on recognition of presence and correct positioning of parts, therefore it employs 
matching algorithms, whose output is a matching score. the higher the score, the larger the 
probability that the algorithm has correctly recognized the part. 

3.2. Processing of information for extraction of characteristic features 

Common to all the vision stations are the following self-adaptation strategies: 

1.  Light colour adaptation. 

2. Camera exposure adaptation. 

3. Image quality adaptation by pre-processing. 

4. Image inspection software adaptation by using multi-template technique. 

All these adaptation steps have one thing in common: the need to evaluate the image 
quality in order to drive the adaptation algorithms themselves. 

Camera Position adaptation is done only in the robotized vision station and will be 
described in the relative paragraph. 

Image quality is assessed by evaluating the Tenengrad index (TN) [9] which can give a 
good indication of the quality of the focus [10] and the contrast [11] of the image. 

The Tenengrad method lies in estimating the gradient Ὅὼȟώ at each image point I(x,y) 
and in summing all the magnitudes greater than a threshold value. The gradient magnitude 
is given by 

ȿɳ)ØȟÙȿ Ὓὼȟώ Ὅ Ὅ Ὥ Ὅzὼȟώ Ὥ Ὅzὼȟώ  

where ix and iy are the Sobel operators for the computation of the gradient in the two 
directions, x and y respectively and * is the convolution operator. Then Tenengrad is 
computed as 

Ὕὔ Ὓὼȟώ  Ὢέὶ Ὓὼȟώ ὝὬ 
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where N is the image size (assumed squared) and Th is a threshold, whose value is 
related to the amount of noise affecting the image. 

Light colour adaptation 

Colour of light is adapted to obtain a higher contrast in the acquired image. During the 
first run, all the colour of the RGB illuminator are used to illuminate each scene and the 
qualities of the acquired images are compared. The colour which gives the highest TN is than 
recorded and used for the following inspections (Figure 5). If, during normal working, image 
quality suddenly changes, the procedure is repeated to adapt the system to the changed 
conditions of the target or of the environment. 

 

 
Figure 5 Light colour adaptation. 

Camera exposure adaptation 

Adaptation of camera exposure time is necessary both to match the different power of 
the colours of the illuminator and to adapt to the changing environmental condition (day-
night illumination trends, reflections, etc.). The search for the optimal value of the exposure 
time is performed by the golden section search algorithm [15]. This search method provides 
a quick and accurate solution since the function Q(t) (Q=TN, t=exposure time) has only one 
maxima (Figure 6). 
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Figure 6 Tenengrad trend with varying exposure time. 

Image quality adaptation by pre-processing 

After hardware optimization, the image is acquired and its quality evaluated. Comparing 
this value with the one from a database or a reference image it is possible to estimate if the 
image has sufficient quality or not. If the TN index returns a value lower than a threshold, a 
new image acquisition is necessary to assure a good confidence level of the inspection. If the 
TN index score is higher, than the image can be analysed while if the score is near the 
threshold, it is possible to pre-process the image in order to improve its quality by software, 
saving time. Figure 7 shows the flow diagram of the pre-processing algorithm. Pre-
processing can improve three aspect of the images: brightness, sharpness and contrast. For 
each iteration, the algorithm analyses the image and decides which strategy is necessary 
(can be only one or a combination of the three), applying the corresponding image 
processing algorithm (Figure 8). 
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Figure 7 Pre-processing flow diagram 
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Figure 8 Before (left) and after (right) image pre-processing. 

 

Image inspection software adaptation by using multi-template technique. 

In the selected test cases, the tasks to be performed by the quality control stations are 
recognizing if components are present and if they are in the correct position. Since these are 
quite common tasks in vision based diagnosis, they are performed using available state-of-
art algorithms and particularly pattern and geometric matching algorithms available in the 
[ŀō±L9²ϰ ŎƻƳƳŜǊŎƛŀƭ ǎƻŦǘǿŀǊŜ [13]. These algorithms provide an output which is a score, 
ƛΦŜΦ ŀ ƴǳƳŜǊƛŎ ǾŀƭǳŜ ǿƘƛŎƘ άƳŜŀǎǳǊŜǎέ ǘƘŜ ǎƛƳƛƭitude between the image and a reference 
pattern. Therefore, the feature to be examined for the diagnosis is the matching score. 

Pattern matching recognition algorithm is used to locate regions of a grayscale image 
that match a known reference pattern, also referred to as a model or template which is an 
idealized representation of a feature to be searched in the image. To use pattern matching, a 
template must be created, that represents the object for which it is searching. The algorithm 
then searches for instances of the template in each acquired image, calculating a score 
(normalized cross-correlation between template and image) for each match. This score 
describes how closely the template resembles the located matches. Pattern matching finds 
template matches regardless of lighting variation, blur, noise, and geometric 
transformations such as shifting, rotation, or scaling of the template. 

While pattern matching uses gray level information to compute the matching score, the 
geometric matching uses information about the shape of objects present in the image. 
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Objects are identified through the computation of primitives which describe their geometric 
features. 

Let the template consist of a collection of geometric primitives (points, line segments, 
etc.), generalƭȅ ǊŜŦŜǊǊŜŘ ǘƻ ŀǎ άŦŜŀǘǳǊŜǎέΦ Images are assumed to be related by a geometric 
transformation T of the template features (e.g., a translation and rotation of the template), 
added to the deletion (occlusion) of some features, with the possible addition of noise of a 
known distribution to the feature locations in the image, and the addition of random 
background features (clutter) not derived from the template. Object recognition problems 
are therefore commonly formalized as the geometric matching problem of identifying the 
transformation T (usually in the Hough transform space [12]) in a given range of possible 
transformations that brings a maximum number of model features into correspondence with 
image features under a given error bound [14]. 

Whether using pattern or geometric matching, it is necessary to define a reference 
(template) in the initialization phase of the quality control station. Even though these two 
algorithms are claimed to be lighting, shifting, rotation or scaling invariant, the matching 
score decreases in all these cases. This means that the confidence level1 of the inspection 
decreases. Using the multi-template technique, it is possible to keep the confidence level to 
the desired value, minimizing measurement uncertainty. 

Multi-template technique is an improvement of the standard pattern/geometric 
matching algorithms where, instead of using only one template, several ones are used to 
ŜǾŀƭǳŀǘŜ ǘƘŜ ΨǎƛƳƛƭŀǊƛǘȅΩ ƻŦ ǘƘŜ ǎŎŜƴŜ ǿƛǘƘ ǘƘŜ ǊŜŦŜǊŜƴŎŜΦ ¢Ƙƛǎ ƳŜǘƘƻŘ ǇǊƻǾŜǎ ǇŀǊǘƛŎǳƭŀǊƭȅ 
useful when for example the component to be inspected can assume different positions, like 
the clamp on the pipe which is visible in Figure 9. 

Hereafter results from a test case are reported to show the improvement achieved by 
using the multi.template technique. 

Figure 9 shows four templates used with a geometric matching algorithm to find the 
clamp and evaluate its position in a batch of 1350 images. 

Five tests are performed: 

1. Using only template 1 

2. Using only template 2 

3. Using only template 3 

4. Using only template 4 

5. Using templates 1, 2, 3 and 4. The resulting match score is the highest score 
among the four. 

                                                

 
1
 Confidence level determines how frequently the observed interval contains the parameter. 
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The diagrams of Figure 10 ǎƘƻǿ ǘƘŜ ǊŜǎǳƭǘǎ ƻŦ ǘŜǎǘǎ мΣ нΣ о ŀƴŘ пΦ ΨhǘƘŜǊΩ ŎŀǘŜƎƻǊȅ ƛƴ ǘƘŜ 
histograms indicates missed recognitions. 

 

Multi-template technique joins all the previous result, taking the best match score for 
each processed image and discarding the others. With this procedure it is possible to obtain 
the results shown in Figure 11 (test 5), with no misses and higher mean match score with 
reduced standard deviation. 

 

 
Figure 10 Match score distributions for each template. Other category indicates matches with low 

or zero score (no reliable match found). 
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Figure 9 Templates used in the multi-template technique for clamp inspection. 

 

 

Template 4Template 1 Template 2 Template 3
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There is no fixed number of templates to be used. The optimal number of templates 
depends on the scene and its variability. To generate the templates, the following procedure 
has been designed. 

The system starts working with the default batch of templates. At the beginning this 
batch can contain just one template. The system runs and as one missed matching appears, 
a batch update procedure is invoked (Figure 12) so that a new template is added to the 
batch.  

The procedure can be done automatically or by an operator, but the last one is more 
feasible and reliable. The addition of a new template is done from the image that has made 
the matching algorithm fail. From this image a new template is generated and added to the 
batch so that the component is correctly recognized. Subsequent inspections use the 
updated batch and the final score of the matching algorithm is equal to the highest score 
from all the templates in the batch. 

 
Figure 11 Match score oft he multi template technique. 
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Figure 12 Template batch update procedure. 

 

3.2.1. Vision Control Stations 

The image provided by the pre-processing process is used by the inspection algorithms to 
extract characteristics features in order to perform a classification (good or not good). 
During GRACE project two algorithms have been developed and tested: SURF algorithm [16] 
and contour extraction. These algorithms will be integrated in the vision control stations 
during task 5.1. 

The SURF algorithm stands for Speeded-Up Robust Features. It is an algorithm which extracts 
some unique keypoints and descriptors from an image. Object detection using SURF is very 
effective because it is scale and rotation invariant. Moreover the SURF algorithm is very fast 
and this is an important characteristics when performing inspections in the assembly line 
due to reduced cycle time requirements. Tests have been performed using the OpenCV 
library [17] and in Figure 13 an example of keypoints identified by the SURF algorithm is 
reported. The matching between the features extracted by the landmark template and the 
acquired image in production line allows identifying the object (Figure 5.a). 
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Figure 13 Features extracted from a real image in production line 

The contour extraction algorithm has been implemented using the functions provided by the 
National Instruments Vision Development Module [18]. In the case of belt position 
inspection (Figure 5.c) the coordinates of each point identified as contour are used to plot a 
chart (Figure 4). The measurement of the distance between the belt and the motor hub 
corresponds to the distance between the minimum value and the maximum value of the 
chart extracted. 

 
Figure 4 ς Y coordinates oft he contour extracted 

 

Hereunder the inspection performed by a fixed camera of the vision control station WU with 
the aforementioned algorithms is described. The aim of the inspection is to check the 
presence of the belt, the size of the belt and the position of the belt relative to the motor 
hub. 

 

   
a b c 

Figure 5 ς GUI for the inspections creation 












































